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We report a nonlocal density functional theory (NL-DFT) for polyelectrolyte solutions within the primitive model; i.e., the solvent is represented by a continuous dielectric medium, and the small ions and polyions by single and tangentially connected charged hard spheres, respectively. The excess Helmholtz energy functional is derived from a modified fundamental measure theory for hard-sphere repulsion, an extended first-order thermodynamic perturbation theory for chain connectivity, and a quadratic functional Taylor expansion for electrostatic correlations. With the direct and cavity correlation functions of the corresponding monomeric systems as inputs, the NL-DFT predicts the segment-level microscopic structures and adsorption isotherms of polyelectrolytes at oppositely charged surfaces in good agreement with molecular simulations. In particular, it faithfully reproduces the layering structures of polyions, charge inversion, and overcharging that cannot be captured by alternative methods including the polyelectrolyte Poisson–Boltzmann equation and an earlier version of DFT. The NL-DFT has also been used to investigate the influences of the small ion valence, polion chain length, and size disparity between polyion segments and counterions on the microscopic structure, mean electrostatic potential, and overcharging in planar electric double layers containing polyelectrolytes.

I. Introduction

Electrolyte solutions are ubiquitous in nature and in industrial processes and have been subjected to a long history of fundamental research.1,2 However, a molecular-level understanding of the microscopic structure and thermophysical properties of electrolyte solutions remains incomplete not only because of the cryptic nature of water as the prime solvent but also because of the multibody correlations induced by long-range Coulomb interactions that make typical mean-field methods ineffectual. The task is more challenging for systems containing charged polymers or polyelectrolytes in which theoretical modeling is further complicated by chain connectivity.3,4 From a practical point of view, conventional theories of electrolyte solutions are primarily based on various analytical solutions to the Poisson–Boltzmann (PB) equation that juxtaposes classical electrostatics with Boltzmann’s distribution for mobile charges. These include the Gouy–Chapman (GC) theory for inhomogeneous distributions of small ions near charged subjects5,6 or the Debye–Hückel (DH) theory for bulk electrolyte solutions.7 Numerous semiempirical modifications of GC or DH theory have been proposed by considering the chemical nature of ionic species8–12 and/or physical characteristics such as ion size, valence, and electrostatic correlations.13–20 Advanced statistical–mechanical theories are now available to truthfully incorporate the excluded-volume effects and electrostatic/density correlations within the primitive model wherein the solvent is represented by a dielectric continuum. For solutions containing polyelectrolytes, on the other hand, early theoretical investigations were primarily based on the cell model where polyions are represented by rigid rods and the ionic distributions are described either by the cylindrical PB equation or by incorporation of the concept of counterion condensation.21,22 Although the cell model ignores polymer conformations completely, it predicts various macroscopic properties of natural and synthetic polyelectrolyte solutions in good agreement with experiments. Indeed, the cell model provides a simple yet effectual way to describe the osmotic pressures of DNA and polyelectrolyte solutions,21 mean-activity coefficients,23 ζ-potentials, potentiometer titration and ion binding,24 salt-induced chromatin condensation,25 and thermodynamic stability of double-strand DNA structures.26,27 Conversely, more recent theoretical developments on polyelectrolyte solutions are primarily based on scaling analysis,28,29 polymer-field theory,30–35 polyelectrolyte Poisson–Boltzmann approximation,36 and integral-equation theories.37–39 These recent investigations are mainly concerned with polymer configurations or inter- and intramolecular correlation functions of polyions. In comparison with the cell model, the more sophisticated theories retain the chain flexibility of polyelectrolytes and provide deeper insights into the solution microscopic structure. However, their broad applications, to strongly charged inhomogeneous systems in particular, are often limited by difficulties in appropriate incorporation of charge fluctuations or in the selection of reliable closures to attain a self-consistent description of both intra- and intermolecular correlation functions.

As a generic methodology in statistical mechanics, density functional theory (DFT) offers a powerful alternative to conventional mean-field methods including the PB equation and integral-equation theories for simple and polyelectrolytes.40,41 Indeed, many conventional mean-field methods can be reformulated in the framework of DFT at different levels of approximation. DFT is applicable to both coarse-grained and atomistic models, and its numerical performance can be directly tested with molecular simulation. Moreover, the numerical efficiency of DFT makes it an ideal choice for systems with multiple length scales beyond the scope of conventional
molecular simulations. Applications of DFT to simple electrolyte solutions, electric double layers, and colloidal forces have been extensively reported.42–48 With an appropriate expression of the excess free-energy functional accounting for various components of intermolecular forces, DFT has been successfully used to describe interesting electrostatic phenomena such as attraction between like charged surfaces and charge inversion that cannot be captured by the PB-based methods. It has also been applied to colloidal dispersions and concentrated solutions of macromolecules and neutral particles mimicking crowded cellular environments.49–51 Whereas DFT has long been recognized as a promising theoretical approach to modeling polymeric systems, relatively few studies have been reported on its application to polyelectrolytes.52,53

In our previous publications,54–58 we have used DFT to study the structure and thermodynamic properties of highly asymmetric electrolyte solutions and electric double layers of different geometry. With the excluded-volume effects described by a modified fundamental measure theory59,60 and the long-range Coulomb correlations represented by a quadratic expansion of the excess Helmholtz energy functional, we demonstrated that DFT is able to describe the ionic distributions, correlation functions, and ζ-potentials of charged surfaces in quantitative agreement with molecular simulations. For systems containing monovalent ions, the numerical performance of the DFT is comparable to that of integral-equation theories and of the modified PB equation. For systems containing multivalent ions, however, DFT can be substantially more accurate than alternative methods.55,58,61–64 In this work, we extend the formulism of the excess Helmholtz energy functional for simple electrolyte solutions to that for linear polyelectrolytes by using a thermodynamic perturbation theory (TPT) for inhomogeneous polymeric fluids.65,66 Being consistent with the primitive model for electrolyte solutions, we use a simple model of polyelectrolytes wherein small ions and segments of tangentially connected polyelectrons are represented by charged spheres and the solvent is represented by a dielectric continuum. A similar polyelectrolyte model was recently used by Yethiraj and co-workers, and their simulation results for relatively short polyelectrolyte chains near oppositely charged surfaces provide a direct test of the present version of DFT.52,67

The remainder of this article is organized as follows. Section II describes the model systems and formulation of the Helmholtz energy functional for polyelectrolyte solutions. Section III discusses the numerical performance of the theory by direct comparison with the simulation results for the local density distributions and surface excesses of short-chain polyelectrolytes near an oppositely charged surface. Next, we discuss applications of DFT to adsorption of long-chain polyelectrolytes concerned with the influences of the ion size and valence. In section III, we also investigate the effect of the polyelectron chain length on the mean electrostatic potential and integrated charge distribution function near an oppositely charged surface. Because DFT is directly applicable to simple as well as polyelectrolytes within the same theoretical framework, attention is also given to variations of the electrostatic potential and microscopic structures of planar electric double layers when the source of mobile charges changes from simple ions to long polyelectrolytes. Section IV summarizes the main results and conclusions. A brief account of this work has been reported elsewhere.68

II. Molecular Model and Theory

We consider a primitive model of polyelectrolyte solutions where the polymers are represented by tangentially jointed chains of charged hard spheres, small ions are monomeric charged hard spheres, and the solvent is a continuous dielectric medium. The polymer segments are indistinguishable (homopolymer) but are not necessarily the same as the small ions. The reduced interaction potential between any pair of charged spheres is given by

$$\beta u_{ij}(r) = \begin{cases} \infty & r < \sigma_{ij} \\ \frac{Z_i Z_j}{l_B} \frac{l_B}{r} & r \geq \sigma_{ij} \end{cases}$$

(1)

where \( r \) is the center-to-center distance, \( \sigma_{ij} \), is the sphere diameter with \( \sigma_{ij} = (\sigma_i + \sigma_j)/2 \), \( Z_i \) is the valence, and \( l_B = \beta e^2/\epsilon \) is the Bjerrum length that represents the separation between two unit charges (\( e \)) in a dielectric medium of relative permittivity \( \epsilon \) such that the electrostatic potential is equal to the thermal energy \( k_B T \). In an aqueous solution at 298 K, \( l_B = 0.714 \) nm. As for freely jointed tangent hard-sphere chains, the bonding potential \( V_b(R) \) for a polyelectron is determined from

$$\exp[-\beta V_b(R)] = \prod_{i=1}^{M-1} \left( \frac{M-1)! (r_{ij} + 1 - r_{ij} - \sigma_p)}{4\pi \epsilon^2 R^2} \right)$$

(2)

where \( M \) stands for the degree of polymerization, \( R \equiv (r_1, r_2, \ldots, r_M) \) is a set of coordinates specifying the segmental positions or polymer configuration, and \( \delta \) is the Dirac-delta function. The subscripts “p”, “+”, and “−” denote polyelectron segments, cations, and anions, respectively.

Near a uniformly charged planar surface, the external potential for each charged sphere (a polymer segment or a small ion) is given by

$$\beta \Psi_k(z) = \begin{cases} \infty & z < \sigma_k \\ -2\pi l_B Z_k q \frac{Q}{e} & z \geq \sigma_k \end{cases}$$

(3)

where \( Q \) denotes the surface charge density and \( z \) is the perpendicular distance from the surface. Figure 1 shows a schematic diagram of the electric double layer model where the polyelectrolyte solution is in contact with a uniformly charged planar surface.

Whereas DFT provides an exact mathematical framework for the realization of statistical thermodynamics, its performance entirely depends on the formulation of the grand potential \( \Omega \), or equivalently, of the Helmholtz energy functional \( F \) in terms of the molecular density profiles. The central task for the application of DFT is therefore to derive an analytical expression of the Helmholtz energy as a functional of the underlying density profiles. In general, the Helmholtz energy functional can be formally expressed as the sum of an ideal-gas term, \( F^{\text{id}} \), that preserves the bond connectivity and an excess, \( F^{\text{ex}} \), that takes into account all nonbonded interactions. While the ideal-gas Helmholtz energy is known exactly by using either the polymerfield theory for a continuous model of chain connectivity.}

Figure 1. Schematic diagram of the electric double layer model for polyelectrolyte solutions.
simply multidimensional integrations for an explicit model of bond potentials,\textsuperscript{35} the excess Helmholtz energy arising from nonbonded interactions, i.e., hard-sphere repulsion and Coulomb interactions in the primitive model of polyelectrolytes, can only be formulated at various levels of mean-field approximations. These approximations may differ substantially not only in terms of numerical accuracy but also in the qualitative deliberation of the underlying physics. The particular version of DFT used in this work accounts for the contributions to the Helmholtz energy from multibody correlations by using a modified fundamental measure theory (FMT) for hard-sphere repulsions,\textsuperscript{59,60} a quadratic functional expansion (or hypernetted-chain approximation, HNC) for the electrostatic interactions,\textsuperscript{57,69} and the first-order thermodynamic perturbation theory (TPT1) for intrachain connectivity.\textsuperscript{66,70} Similar expressions of the free-energy functionals have been used in our previous work for confined associating fluids,\textsuperscript{71} polymeric fluids,\textsuperscript{66,70} and electrolyte solutions.\textsuperscript{54,57} A complete neglect of the size effects and correlations in our DFT would reduce the Helmholtz energy to that used in the polyelectrolyte Poisson–Boltzmann (PPB) approximation\textsuperscript{36} or equivalently, in terms of the continuous Gaussian model for the chain connectivity, to that used in the self-consistent-field theory for polyelectrolytes.\textsuperscript{30} The appendix provides the detailed expressions of the Helmholtz energy functional used in this work.

Minimization of the grand potential yields the Euler–Lagrange equations for the density profiles of the polynions and small ions:

\[ \rho_{\text{pol}}(\mathbf{R}) = \exp \left\{ \beta \mu_{\text{M}} - \beta V_{\text{pol}}(\mathbf{R}) - \sum_{i=1}^{M} \left[ \beta \Psi_{\text{pol}}(\mathbf{r}_{i}) + \frac{\delta \beta F^\text{ex}}{\delta \rho_{\text{pol}}(\mathbf{r}_{i})} \right] \right\} \]

\[ \rho_{\text{a}}(\mathbf{r}) = \exp \left\{ \beta \mu_{\text{a}} - \beta \Psi_{\text{a}}(\mathbf{r}) - \frac{\delta \beta F^\text{ex}}{\delta \rho_{\text{a}}(\mathbf{r})} \right\} \]

For a homopolymer consisting of \( M \) identical segments, the overall segment density can be determined from

\[ \rho_{\text{pol}}(\mathbf{r}) = \sum_{i=1}^{M} \rho_{\text{a}}(\mathbf{r}) = \sum_{i=1}^{M} \int d\mathbf{R} \delta(\mathbf{r} - \mathbf{r}_{i}) \rho_{\text{pol}}(\mathbf{R}) \]

For more efficient numerical computation of the density profiles of charged species, we define the mean electrostatic potential

\[ Z_{\text{d}} \Psi(\mathbf{r}) = \Psi_{\text{pol}}(\mathbf{r}) + \frac{\delta F^\text{ex}}{\delta \rho_{\text{pol}}(\mathbf{r})} \]

where the first term on the right-hand side is the electrostatic potential due to the surface charge and the second terms arises from the interactions among mobile charges. This mean electrostatic potential is the same as that used in the PB equation. The electrostatic potential and subsequently the density profiles of polymer segments and small ions are solved using the Picard iteration method. The numerical details for solving the density profiles are discussed in the Appendix.

III. Results and Discussion

A. Numerical Test. We test the numerical performance of the DFT by direct comparison with Monte Carlo simulations for the distributions of small ions and polyions near an oppositely charged surface. In the simulations,\textsuperscript{52,67} each polyion consisted of \( M = 10 \) negatively charged segments (\( Z_{\text{pol}} = -1 \)) and all small ions were monovalent (\( Z_{+} = -Z_{-} = 1 \)). The diameters of polyion segments (\( \sigma_{\text{pol}} \)) and small ions (\( \sigma_{+} \) and \( \sigma_{-} \)) were assumed the same as the Bjerrum length. The polyelectrolyte solutions in the bulk were at nearly salt-free conditions; i.e., the concentration of coions in the bulk was so small that its influence on polyion distributions was essentially negligible.

Figures 2 and 3 present, respectively, the density profiles of polyion segments and of counterions (i.e., those ions with a charge opposite to polyions) near a uniformly charged surface at two reduced charge densities, \( Qa^{2}/e = 0.0625 \) and \( 0.25 \). The polyion segments and small ions have the same size and valence, i.e., \( \sigma_{+} = \sigma_{-} = \sigma = 0.714 \text{ nm} \) and \( Z_{+} = -Z_{-} = 1 \), and the polyion chain length is \( M = 10 \). The lines are predictions of DFT, and the symbols are simulation results from refs \textsuperscript{52} and \textsuperscript{67}.
oscillatory behavior due to the long-range correlations introduced by the Coulomb interactions and by the chain connectivity. Near the surface of higher charge density \((Q_0^2/\epsilon = 0.25)\), the direct Coulomb attraction from the surface results in a stronger adsorption of polyions. In this case, the entropy-induced surface depletion and long-range oscillation of the polyion density become less distinctive, suggesting a suppression of the effects of both chain connectivity and long-range electrostatic correlations. Because of the charge localization, the density profiles of polyion segments exhibit pronounced local excluded-volume effects as evidence in the layering structure around \(z/a \approx 2\).

Figure 3 presents the density distributions of the counterions corresponding to those systems shown in Figure 2. Near the weakly charged surface, the distribution of counterions is essentially uniform at low polyion concentration, but at high polyion concentration, an accumulation of counterions is observed due to the adsorption of polyions and the excluded-volume effects. At the surface of higher charge density \((Q_0^2/\epsilon = 0.25)\), the counterion density is significantly lower than the bulk density owing to the enhanced electrostatic repulsion from the surface. In Figure 4, we compare the theoretical density profiles of coions with the simulation data.

Figures 2–4 indicate that the density distributions of polyelectrolytes and small ions predicted by the DFT are in good agreement with Monte Carlo simulations. In particular, the DFT faithfully reproduces the long-range oscillations and layering structure. Nevertheless, near a weakly charged surface, the DFT predicts the contact polyion densities systematically higher than the simulation results. By examining the distributions of small ions, we suspect that this deficiency is probably due to the approximations introduced in the first-order thermodynamic perturbation theory for the chain connectivity. The accumulation of polyelectrolytes at an oppositely charged surface is strengthened by the excluded-volume effects and electrostatic correlations. In contrast, chain connectivity weakens this accumulation. As for bulk polymeric fluids, TPT1 ignores the correlations beyond the nearest neighbors and thereby underestimates the effect of chain connectivity. That explains why the current version of DFT slightly overpredicts the contact densities of polyelectrolytes.

Figure 5 shows variations of the mean electrostatic potential for those systems considered in Figures 2–4. Unlike the predictions based on the PB equation \(^{36}\) or a polymer mean-field theory \(^{30}\) the mean electrostatic potential near a positively charged surface does not monotonically decline to zero. Instead, it falls rapidly near the surface (approximately within \(z/a < 2\)) and reaches a negative minimum even though the bare surface carries positive charges. The negative sign indicates that near the charged surface, the overall electrostatic potential (due to both the surface and mobile charges) becomes opposite to that due to the bare surface. This charge inversion phenomenon is not captured by the PB equation or by an early version of DFT.\(^{52}\) At a fixed surface charge density, an increase of the bulk concentration leads to a higher contact density of polyions (as shown in Figure 2) and a reduction of the contact electrostatic potential. The increased bulk concentration also results in stronger excluded-volume effects that shift the position of the minimum electrostatic potential closer to the surface. Interestingly, the absolute value of the minimum electrostatic potential

---

**Figure 3.** Same as Figure 2 but for the density profiles of counterions.

**Figure 4.** Density profiles of coions at (a) \(\rho_{p1}a_1^3 = 0.1\) and (b) \(\rho_{p1}a_1^3 = 0.2\). All the parameters are the same as those in Figure 2.
first decreases with the polyion concentration and then the trend is reversed as the polyion concentration is further increased. The nonmonotonic effect of the polyion density on the mean electrostatic potential can be explained by considering different contributions to the polyion distributions, namely, charge correlations and excluded-volume effects that are responsible for charge inversion at low and high polyion concentrations, respectively. A comparison of Figure 5a and b suggests that, qualitatively, the distribution of electrostatic potential varies little with the surface charge density. Nevertheless, Figure 5b shows that, at the same polyion concentration, charge inversion becomes more pronounced as the surface charge density increases. The charge inversion is also manifested in the integrated charge distribution function that describes an overall charge near the surface within contact ($z < \sigma$), $P(z)$ is defined by the surface charge density $Q/e$, and for $z > \sigma$, it includes contributions from the charged surface and those from polyelectrolytes and small ions. The integrated charge distribution function is related to the mean-electrostatic potential by $d\psi(z)/dz = -4\pi\rho(z)$. Figure 6 shows that the integrated charge distribution function exhibits a negative minimum near the surface, suggesting an over adsorption of the negatively charged polyelectrolytes. The magnitude of the overcompensated charge monotonically increases with the polyion concentration, and the position at the minimum value of the integrated charge, which is slightly larger than that at the minimum electrostatic potential, shifts closer to the surface. As the surface charge density increases, the overcharging becomes more prominent. An early version of DFT fails to describe the overcharging because in order to capture the layering structure of polyelectrolytes near the surface, we need to have accurate expressions of the Helmholtz energy functional not only for the long-range Coulomb interactions but also for the chain connectivity and segment-level excluded-volume effects.

Macroskopically, the adsorption of polyelectrolytes is described by the surface excess

$$\Gamma_{ex} = \int_{\sigma}^{\infty} [\rho(z) - \rho_{b}] \, dz \quad (9)$$

Figure 7 shows a comparison between the DFT and Monte Carlo simulations for the surface excesses of polyelectrolytes near oppositely charged surfaces. As expected, more polyelectrolytes are adsorbed as the surface charge density increases. Less intuitive though is that, unlike the Langmuir adsorption isotherms, the surface excess displays a nonmonotonic variation with respect to the bulk polyelectrolyte concentration. The adsorption isotherm exhibits a concave shape with a shallow minimum at a moderate polyelectrolyte concentration. As the surface charge density increases, this minimum slowly moves in the direction of a higher polyelectrolyte concentration. The reduction of surface excess with the bulk concentration can be explained by the restriction of chain configuration and by the charge inversion that occurs even at very low polyion concentrations, and the weak increase of adsorption at high polyion density is attributed to the excluded-volume effects. In the former case, the
overcharging effects become stronger as the concentration increases and thereby prevent the further adsorption of similarly charged polyions. Conversely, the excluded-volume effects override the overcharging when the concentration is sufficiently high. In that case, the accumulation of polyions near the surface is enhanced as the polyion concentration increases.

**B. Effects of Counterion Valence and Size Disparity.** Different from alternative theories of polyelectrolyte solutions, DFT accounts for the size and valence of polyelectrolyte segments and counterions explicitly. We expect that these parameters may play an important role in systems involving strong electrostatic interactions where conventional mean-field methods become inadequate. To investigate the effects of ion valence and size on polyelectrolyte adsorption, we consider again the polyelectrolyte chain length and ion diameter. The diameter of counterions $Q$ is chosen at 0.425 nm, which is more reasonable for simple inorganic ions. The polyelectrolyte concentration in the bulk and the surface charge density are fixed at $p_{\text{poly}} = 0.1$ and $Qe/e = 0.175$, respectively. All polyelectrolyte systems are under salt-free conditions; i.e., there are no coions in the bulk solution.

![Figure 8a](image1.png)

**Figure 8a.** Density distributions for polyions and counterions and (b) mean electrostatic potential profiles and integrated charge distribution functions at $Z_+ = 1, 2,$ and 3. Here, $p_{\text{poly}} = 0.1$, $Qe/e = 0.175$, $\sigma_p = \sigma_b = \sigma = 0.425$ nm, $Z_0 = -1$, and $M = 100$. The drastic increase in the relative polyion density can be explained by the fact that the number density at contact is doubled. The drastic increase in the relative polyion density is increased by nearly 8-fold as the segment size is doubled. The drastic increase in the relative polyion density is increased by nearly 8-fold as the segment size is doubled.

To examine the effect of size disparity between polyelectrolyte segments and counterions on polyelectrolyte adsorption, we present in Figure 9 the density profiles, electrostatic potentials, and integrated charge distributions for polyions with two segment diameters, $C_p = 0.425$ and 0.85 nm. In both cases, the counterions are monovalent ($Z_+ = 1$) with the diameter $\sigma_+ = 0.425$ nm and the polyelectrolyte chain length is $M = 20$. All other parameters are the same as those discussed in Figure 8. Figure 9a shows that, at the positively charged surface, the normalized polyion density is increased by nearly 8-fold as the segment size is doubled. The drastic increase in the relative polyion density can be explained by the fact that the number density at contact is primarily determined by the surface charge density while, at a fixed reduced density $p_{\text{poly}} = 0.1$, the number density in the bulk is proportional to $\sigma_p^{-3}$. As expected, the position of the secondary layer of polyions is directly related to the segment size and the
counterions are distributed beyond the secondary polyion layer because of the electrostatic repulsion from the surface. Figure 9b shows the distributions of the mean electrostatic potentials and integrated charge distribution functions. Doubling the polyion size substantially reduces the magnitude of mean electrostatic potential at the position of the secondary layer of polyions and thereby makes the charge inversion less distinctive. For \( \sigma_p = 0.85 \) nm, the region \( \sigma < z < 2\sigma \) is essentially inaccessible to both counterions and polyions so that, in this region, the integrated charge distribution function shows little change and the electrostatic potential decreases linearly away from the surface. The inaccessibility of polyions with \( \sigma_p = 0.85 \) nm at \( z < 2\sigma \) also explains why the surface mean electrostatic potential for this case is much larger than that for \( \sigma_p = 0.425 \) nm.

Figure 10 parts a and b show, respectively, the reduced surface excesses of polyions and the minimum values of the integrated charge distribution function versus the surface charge density. All parameters are the same as those used in Figure 9.

charge density. For polyions with larger segments, on the other hand, the magnitude of overcharging shows a weak maximum at an intermediate value of the surface charge density. In this case, the overcharging is restricted at high surface charge density probably due to the limitation of the maximum polyion packing density near the surface.

C. Electric Double Layers of Simple Electrolytes and of Polyelectrolytes. The DFT presented in this work allows us to investigate the structures of electric double layers for both simple and polyelectrolytes in a self-consistent manner. The numerical performance of the DFT for simple electrolytes has been demonstrated in our previous publications\(^{56-58}\) The results are akin to those shown in Figures 2–4 for polyelectrolytes. Comparison has also been made in our previous publications with the GC theory, modified PB equation (MPB), and alternative versions of DFT from the literature for simple electric double layers\(^{56-58}\) Figure 11 shows a further comparison of the density distributions of cations and anions near a negatively charged surface emerged in 2:1 and 2:2 electrolytes predicted by the DFT with the simulation results.

In Figures 12–14, we present the density profiles, electrostatic potentials, surface excesses, and integrated charge distributions for polyelectrolytes near an oppositely charged surface by varying the polyion chain length. As before, all systems are under salt-free conditions; i.e., there are no coions in the bulk solution. In these calculations, the segment diameter and reduced polyion density in the bulk are fixed at \( \sigma_p = 0.425 \) nm and \( \rho_{b,p}\sigma_p^3 = 0.1 \), respectively. Except for those specifically mentioned, all counterions bear one unit charge (\( Z_+ = 1 \)) with diameter \( \sigma_+ = 0.425 \) nm. Figure 12a shows the density distributions of polyions and counterions of different chain
lengths near a surface with the reduced charge density \( Q = 0.075 \). The corresponding mean electrostatic potentials and integrated charge distribution functions are depicted in Figure 12b. While a close similarity between the density profiles for \( M = 2, 3, 5, \) and 50 is observed, the ionic density profiles in the electric double layer of simple electrolytes \( (M = 1) \) is noticeably different from those for polyions. Near the weakly charged surface, the contact density of monomeric ions is much larger than that of polyions due to the restriction of the polymer degree of freedom by the surface. However, a secondary peak is absent in the density profile of monomeric ions. In addition, in contrast to that for polyions, the density profile for \( M = 1 \) does not exhibit much oscillation beyond \( z/\sigma > 2 \). The remarkable difference between the density profiles of monomeric ions and polyions suggests that the layering structure of polyions near an oppositely charged surface arises not only from the excluded-volume effects of polymer segments but also from the chain connectivity. For \( M = 1 \), the mean electric potential at the surface is significantly lower than that of polyions due to the weak charge correlations at the surface.

Figure 11. Density distributions for cations and anions in a simple electrolyte near a negatively charged surface: (a) 2:1, \( \sigma_+ = \sigma_- = \sigma = 0.3 \text{ nm}, \ Q = -0.1685, \ C = 1 \text{ mol/L}; \) (b) 2:2, \( \sigma_+ = \sigma_- = \sigma = 0.425 \text{ nm}, \ Q = -0.1704, \ C = 0.5 \text{ mol/L}. \) The lines are predictions of DFT, and the symbols are simulation results from refs 46 and 75.

Figure 12. (a) Density distributions for polyions and small cations and (b) mean electrostatic potentials and integrated charge distribution functions for \( M = 1, 2, 3, 5, \) and 50. Here, \( \rho_p, \alpha_p^3 = 0.1, \ Q = 0.075, \sigma_+ = \sigma_- = \sigma = 0.425 \text{ nm}, \) and \( Z_p = -Z_+ = -1. \)

electrolytes \( (M = 1) \) and for polyelectrolytes \( (M = 100) \) at three valences of counterions. For simple electrolytes, the contact potential is approximately a linear function of the surface charge density. For polyions, however, the contact potential is relatively insensitive to the surface charge density, and for monovalent counterions, it shows a weak maximum at an intermediate value of the surface charge density. Near a weakly charged surface, the contact electrostatic potential in the presence of simple electrolytes is significantly lower than that in the presence of polyions, whereas the opposite is true at a strongly charged surface where the direct Coulomb interactions overrule the steric effects. In the latter case, the adsorption of polyanions in the vicinity of the surface is stronger than that of simple anions. At low surface charge density, the contact potentials for both monomeric ions and polyions decrease with the increase of the counterion valence but the trend is reversed at high surface charge density. Figure 13b shows the surface excesses versus the surface charge density at different chain lengths \( (Z_p = 1) \). As suggested by Figure 13a, the adsorption of polyanions near a weakly charged surface is less favorable than that of simple anions owing to the entropy-driven depletion but the trend is again opposite near a strongly charged surface where the electrostatic attraction from the surface suppresses the steric effects. Because the adsorption of polyions is mainly determined by charge neutralization, the extent of charge inversion is fairly small in comparison to the surface charge and the surface excess appears insensitive to the polymer chain length.

Figure 14 shows the contact and minimum values of the mean electrostatic potential as a function of the polyion chain length.
at five different surface charge densities. Near a weakly charged surface, the contact potential monotonically increases with the polyion chain length due to the increased steric interactions. At a highly charged surface, on the other hand, the contact electrostatic potential falls as the chain length increases. In this case, the decrease in the contact potential is attributed to the charge correlations and to the direct electrostatic attraction from the surface. As discussed in Figure 13a, for polyions, the contact potential is relatively insensitive to the surface charge density, whereas, for simple electrolytes, it is approximately a linear function of the surface charge density. Figure 14b shows the effect of the chain length on the magnitude of charge inversion as represented by the minimum value of the mean electrostatic potential. It indicates that charge inversion becomes more prominent as the polyion chain length increases. Because the minimum electrostatic potential appears at approximately $2\sigma$, a close inspection of the density profiles of both polyions and counterions near the surface reveals that the influence of chain length on the magnitude of charge inversion becomes stronger as the polyion chain length increases.

**IV. Conclusions**

We have introduced a nonlocal density functional theory (NLDFT) for polyelectrolyte solutions within the primitive model by extending our previous work for simple electrolytes and polymers. The numerical performance of the NLDFT has been successfully tested with simulation results from the literature for the density distributions of polyion segments and small ions and for the surface excesses of polyions at different solution concentrations and surface charge densities. The theory faithfully captures the charge inversion and layering effects that are not reproduced by previous theories of polyelectrolyte solutions.

We have also elucidated the influences of small ion valence, polyion chain length, and size disparity between polyion segments and small ions on the microscopic structure, mean electrostatic potential, and overcharging for polyelectrolytes in contact with an oppositely charged surface. It is found that the adsorption of polyelectrolytes is mainly determined by the electrostatic neutralization of the surface and varies little with the counterion size and valence, the diameter of polyion segments, or the polyion chain length. Even for polyions with a chain length up to $M = 100$, the segmental density profile shows little long-range correlations in the direction perpendicular to the surface, suggesting that the effects of the chain connectivity and electrostatic correlations are substantially sup-
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**Figure 13.** (a) Contact value of the mean electrostatic potential versus the surface charge density for simple ($M = 1$) and polyelectrolyte ($M = 100$) at different valences of counterions ($Z_+ = 1$, 2, and 3). (b) Surface excess versus the surface charge density for $M = 1, 5, 50,$ and 100 and $Z_+ = 1$. In both cases, $\rho_p\sigma_p^3 = 0.1, \sigma_p = \sigma = 0.425$ nm, and $Z_+ = -1$. 

**Figure 14.** (a) Contact and (b) minimum values of the mean electrostatic potential versus the polyion chain length at different surface charge densities. Here, $\rho_p\sigma_p^3 = 0.1, \sigma_p = \sigma = 0.425$ nm, and $Z_+ = -Z_- = -1$. 
pressed by the direct Coulomb attraction from the surface. Whereas for simple electrolytes the contact potential of an electric double layer depends almost linearly on the surface charge density, in the presence of polyelectrolytes, the contact potential is relatively insensitive to the surface charge density or the valence of small ions.

The charge inversion and overcharging are manifested in the distribution of the mean electrostatic potential and in the integrated charge distribution function, respectively. For polyelectrolytes near an oppositely charged surface, the minimum value of the electrostatic potential approximately coincides with the position at the secondary layer of polyelectrolytes and a similar coincidence exists between the minimum value of the integrated charge distribution function and the first peak in the density profile of counterions. The layering structure of polyelectrolytes and oscillation of small ion distributions are not shown in a previous version of DFT or alternative methods based on the PB equation. As the counterion valence increases, the magnitude of charge inversion is slightly reduced due to the increased attraction of counterions in the bulk solution. The charge inversion and overcharging are also weakened by increasing the size of the polymer segments but become more prominent as the polyion chain length or the surface charge density increases. Near a weakly charged positive surface, the contact density of monomeric anions is much larger than that of polymeric anions due to the restriction of the polymer configurations, and the contact value of the electrostatic potential in the presence of simple electrolytes is significantly lower than that in the presence of polyelectrolytes. In this case, the contact potential decreases with the counterion valence but increases with the polyion chain length.

Near a highly charged surface, on the other hand, the contact value of the electrostatic potential falls as the chain length increases. In that case, the adsorption of polymeric anions is favored over monomeric anions and the surface potential increases with the valence of small ions.

Although this work is only concerned with polyelectrolytes near an oppositely charged surface, the DFT is equally applicable to polyelectrolytes near a surface of like charge or to block copolymers of mixed charge status for individual segments. By considering the two-dimensional inhomogeneity of the system, we may also investigate the orientation of polyion distributions, i.e., whether the polyions are parallel or perpendicular to the surface. While the overall performance of the NLNDF is satisfactory in comparison with simulations, its application to experimental systems is still limited by the primitive model that retains only the essential features of electrostatic interactions. Besides, the NLNDF also overpredicts the polyion densities near a weakly charged surface. To provide a more realistic representation of polyelectrolyte solutions, we need to consider also van der Waals attractions among polymer segments, counterions, and the external surface that may have significant effects on the adsorption behavior. Furthermore, the numerical performance of the NLNDF can be improved by incorporation of multibody cavity correlation functions into the Helmholtz energy functional for chain connectivity. Work along these directions is in progress.
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**Appendix**

The grand potential and Helmholtz energy functional are connected by the Legend transformation

\[
\Omega[\rho_{ch}(\mathbf{R}),\rho_{el}(\mathbf{R})] = F[\rho_{ch}(\mathbf{R}),\rho_{el}(\mathbf{R})] + \int [\Psi_M(\mathbf{R}) - \mu_{ch}] \rho_{ch}(\mathbf{R}) d\mathbf{R} + \sum_{\alpha=\text{el},\text{ch}} \int d\mathbf{r} \rho_{\alpha}(\mathbf{r})[\Psi_{\alpha}(\mathbf{r}) - \mu_{\alpha}] \quad (A1)
\]

where \( d\mathbf{R} = dr_1, dr_2, ..., dr_M \) represents a set of differential volumes, \( \rho_{ch}(\mathbf{R}) \) stands for a multidimensional polyion density profile as a function of the polymer configuration \( \mathbf{R} \), \( \rho_{el}(\mathbf{R}) \) is the density profiles of small ions, and \( \mu_{ch} \) and \( \mu_{el} \) are, respectively, the chemical potentials of the polyelectrolytes and small ions. For polyelectrolyte solutions considered in this work, the external potential \( \Psi_M(\mathbf{R}) \) applies to individual segments of polyions; i.e., \( \Psi_M(\mathbf{R}) = \sum_{\alpha=1}^M \Psi_{\alpha}(\mathbf{r}_\alpha) \). \( \Psi_{\alpha}(\mathbf{r}) \) is the external potential for small ions.

In general, the Helmholtz energy functional includes an ideal-gas term that depends on the bond potentials and molecular architecture and an excess term accounting for various contributions due to the nonbonded interactions leading to the thermodynamic nonideality. Within the framework of the primitive model, the Helmholtz energy functional of a polyelectrolyte solution can be decomposed into five contributions, i.e.,

\[
F = F_{\text{id}} + F_{\text{hs}}^{\text{ex}} + F_{\text{el}}^{\text{ex}} + F_{\text{C}}^{\text{ex}} + F_{\text{ch}}^{\text{ex}} \quad (A2)
\]

where \( F_{\text{id}} \) is the intrinsic Helmholtz energy functional for an ideal gas that is free of nonbonded interactions, \( F_{\text{hs}}^{\text{ex}} \) represents the contribution to the excess Helmholtz energy functional due to hard-sphere repulsions, \( F_{\text{el}}^{\text{ex}} \) is that due to the effect of chain connectivity on intramolecular correlations, \( F_{\text{C}}^{\text{ex}} \) represents the direct Coulomb energy, and \( F_{\text{ch}}^{\text{ex}} \) is the excess Helmholtz energy functional arising from the electrostatic correlations.

The ideal-gas term \( F_{\text{id}} \) is known exactly; it depends on the polyion configurations, the bond potential \( V_b(\mathbf{R}) \), and the density profiles of small ions:

\[
\beta F_{\text{id}} = \int d\mathbf{R} \rho_{ch}(\mathbf{R})[\ln \rho_{ch}(\mathbf{R}) - 1] + \beta \int d\mathbf{R} \rho_{ch}(\mathbf{R})V_b(\mathbf{R}) + \sum_{\alpha=\text{el},\text{ch}} \int d\mathbf{r} \rho_{\alpha}(\mathbf{r})[\ln \rho_{\alpha}(\mathbf{r}) - 1] \quad (A3)
\]

The excess Helmholtz energy functional due to the hard-sphere repulsion, \( F_{\text{hs}}^{\text{ex}} \), can be accurately described by a modified fundamental measure theory (MFMT):\(^{56,60}\)

\[
\beta F_{\text{hs}}^{\text{ex}} = \int \Phi_{\text{hs}}[n_{\text{el}}(\mathbf{r})] d\mathbf{r} \quad (A4)
\]

in which the reduced excess density \( \Phi_{\text{hs}} \) is a function of six weighted densities \( n_{\text{el}}(\mathbf{r}) \):\(^{72}\)

\[
\Phi_{\text{hs}} = -n_0 \ln(1 - n_3) + \frac{n_1 n_2 - n_1 n_3 + n_2 n_3}{1 - n_3} + \frac{1}{36\pi^2} \int n_3 \ln(1 - n_3) + \frac{n_3^2}{(1 - n_3)^2} \left( \frac{n_3 - 3n_1 n_2 n_3}{n_3^2} \right) \quad (A5)
\]

According to an extension of the first-order thermodynamic perturbation theory (TPT1),\(^6\) the excess Helmholtz energy functional for chain connectivity \( F_{\text{ch}}^{\text{ex}} \) can also be expressed in terms of the weighted densities

\[
\beta F_{\text{ch}}^{\text{ex}} = \frac{1 - M}{M} \int n_{\text{el}} \gamma_{\text{ch}} \ln(y_{\sigma n_{\text{el}}}) d\mathbf{r} \quad (A6)
\]

where \( \gamma_{\text{ch}} = 1 - n_{\text{el}} n_{\text{el}}^2 n_{\text{el}}^2 \), and \( y_{\sigma n_{\text{el}}} \) stands for the contact value of the cavity correlation function (CCF) of the polymer
segments when they are disconnected (i.e., in a solution of monomeric charged spheres)\textsuperscript{59,73}
y(\sigma_p n_{\text{tot}}) = \left[1 - \frac{n_2 \sigma_p (1 - n_2 \sigma_p)}{4(1 - n_3)} \right] \times 
\exp \left\{ -\frac{\Gamma^2 \sigma_p^2}{4 \pi \lambda \sigma_p} \right\} \exp \left\{ \frac{\lambda Z_F^2}{\sigma_p} \right\} \tag{A7}

Similar to the thermodynamic perturbation theory of bulk polyelectrolyte solutions,\textsuperscript{59,73} the parameters $\Gamma$ and $\sigma_p$ can be calculated from

$$\Gamma = \sqrt{\pi l_B \sum_{k=p,+,-} n_k \left( \frac{1}{1 + \Gamma \sigma_k} \right)^2 (Z_k - \frac{\pi P_o \sigma_k^2}{2(1 - n_3)})^2} \tag{A8}$$
$$a_p = \frac{2 \pi l_B (Z_p - \frac{\pi P_o \sigma_p^2}{2(1 - n_3)})}{\Gamma (1 + \Gamma \sigma_p)} \tag{A9}$$

with

$$P_n = \sum_{k=p,+,-} \frac{2 n_k Z_k}{1 + \frac{3}{(1 - n_3)k=p,+,-} \frac{n_k}{1 + \Gamma \sigma_k}} \tag{A10}$$

Finally, the Helmholtz energy due to the Coulomb interactions include two parts: one is the direct Coulomb interaction as it appeared in the PB equation and the second part accounts for the correlation of charge distributions. The direct Coulomb term $F_{\text{el}}^C$ is known exactly

$$\beta F_{\text{el}}^C = \frac{l_B}{2 \lambda} \sum_{n=p,+,-} \int \int \frac{Z_p \rho_n (\mathbf{r}) \rho (\mathbf{r}^{'})}{|\mathbf{r} - \mathbf{r}^{'}|} \tag{A11}$$

Conversely, the Helmholtz energy functional $F_{\text{el}}^C$ due to the electrostatic correlations can be approximated by a quadratic functional Taylor expansion with respect to that for a monomeric bulk fluid of densities $\{\rho_i\}$\textsuperscript{56,57}

$$\beta F_{\text{el}}^C = \beta F_{\text{el}}^C \{\rho_i\} - \int \int \sum_{n=p,+,-} \Delta C_{j}^{\text{el}} (\rho (\mathbf{r}) - \rho_i) - \frac{1}{2} \int \int \sum_{n=p,+,-} \Delta C_{j}^{\text{el}} (|\mathbf{r} - \mathbf{r}^{'}) (\rho (\mathbf{r}) - \rho_i) (\rho (\mathbf{r}^{'}) - \rho_i) \tag{A12}$$

where the residual first-order and second-order direct correlation functions (DCF) are defined as, respectively,

$$\Delta C_{j}^{\text{el}} = -\beta \mu_j = -\delta \beta F_{\text{el}}^C / \delta \rho_j (\mathbf{r}) \big|_{\mathbf{r}} \tag{A13}$$
$$\Delta C_{j}^{\text{2el}} (|\mathbf{r} - \mathbf{r}^{'}) = -\delta^2 \beta F_{\text{el}}^C / \delta \rho_j (\mathbf{r}) \delta \rho_j (\mathbf{r}^{'}) \big|_{\mathbf{r}} \tag{A14}$$

In writing eq A12, we have assumed that the effect of chain connectivity on the electrostatic part of the direct correlation functions can be neglected. With this assumption, $\Delta C_{j}^{\text{2el}} (\mathbf{r})$ can be obtained from the mean-spherical approximation (MSA) for simple electrolytes\textsuperscript{59,74}

$$\Delta C_{j}^{\text{2el}} (\mathbf{r}) = C_{ij} (\mathbf{r}) + \frac{l_B Z_F^2}{r} - C_{ij}^{\text{MC}} (\mathbf{r}) \tag{A15}$$

Conceivably, alternative methods, such as a more accurate theory of electrolyte solutions, can also be used to calculate $\Delta C_{j}^{\text{2el}} (\mathbf{r})$.

For polyelectrolytes near a uniformly charged planar surface, the density profiles of polions and small ions vary only in the $z$ direction. In this case, the density profiles for small ions and polions are given by, respectively

$$\rho_a (z) = \exp \left\{ \beta \mu_a - \beta \Psi_a (z) - \frac{\delta \beta F_{\text{el}}^C}{\delta \rho_a (z)} \right\} \tag{A16}$$
$$\rho_ch (z) = \exp \left\{ \beta \mu_ch \right\} \sum_{i=1}^{M} \exp [-\beta \lambda_i (z)] G_i (z) G_{i-1}^{-1} (z) \tag{A17}$$

with $\lambda_i (z) = \delta F_{\text{el}} / \delta \rho_i (z) + \Psi_i (z)$. The propagator function $G_i (z)$ is determined from the recurrence relation

$$G_i (z) = \int \int dz' \exp [-\beta \lambda_i (z') - \frac{\theta (\sigma_p - |z - z'|)}{2 \sigma_p} G_{i-1}^{-1} (z') \tag{A18}$$

for $i = 2, ..., M$ with $G_1 (z) = 1$. The mean electrostatic potential $\Psi (\mathbf{r})$ is given by

$$\Psi_t (z) \equiv \beta e \Psi (z) = 4 \pi l_B \int_0^z \int_0^z \zeta' \sum_{k=p,+,-} Z_k \rho_k (z') \tag{A19}$$

Equation A19 is derived from the integration of the Poisson equation with the boundary conditions $\partial \zeta (z)/\partial z|_{z=0} = 0$ and $\Psi (z = \infty) = 0$. For computational convenience, it can be expressed as

$$\Psi_t (z) = \Psi_0 (z) + 4 \pi l_B \int_0^z \int_0^z \zeta' \sum_{k=p,+,-} Z_k \rho_k (z') \tag{A20}$$

The density distributions of polion segments, cations, and anions satisfy the electroneutrality condition

$$\int_0^z \int_0^z \zeta' \sum_{k=p,+,-} Z_k \rho_k (z') + Q = 0 \tag{A21}$$

The Picard iteration is applied to solve eqs A16 and A17. The iteration starts with the bulk densities for the density profiles of polion segments and small ions. The effective fields $\delta F_{\text{el}} / \delta \rho_i (z) + \Psi_i (z)$ and the function $G_i (z)$ are then calculated, and subsequently, a set of new density profiles are calculated from eqs A16 and A17. The calculated density profiles are mixed with the previous results as the new inputs. The iteration repeats until the change between normalized densities of the input and the output at all positions is smaller than 0.1%.
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